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EXECUTIVESUMMARY

This deliverable constitutes the design document of Work Package 2 of theSN&rEl

project, devoted to designingnplementing and deploying tHéloud management platform

and services for application deployment and execufid tools deployed by WP2 will

constitute the VPH infostructure upon whidbmainspecific servicegan be provisionetb

researchers and medid practitioners from the VPH cons
goal(1).

The role of this document is to provide ard@pthoverview of how each component of the
WP2 architecture is designdabw it is going to be impleméed and deployedndhow it is
expected to integrate with other WP2 componefasd with the VPHShare project
architecture in genenalTo this end, the document includes a summary section where the
overall WP2 architecture is presentaud each of the plcipating user groups is discussed,
along with the ways in which these groups are expected to interact with the system. This
general description is followed by specific technical details related to the implementation of
WP2 subcomponents, including:

depbyment and execution of applicationsQioud infrastructures
access to high performance computing ¢@oud) infrastructures
access to large binary data in Qieud

data integrity, availability and retrievability

security aspects related @oud computtions

This deliverable should be treated as a follgpvto the preceding WP2 document, namely the
Analysis of the State of the Art and Work Package Definition (D2.1), published at the end of
Project Month 3. The recommendations identified in the courserofesearch of the state of

the art in the area ofloud system management, distributed application deployment and
distributed data storage translate into the design choices presenteddalitrésable User
requirements were taken into account by nseaha selection of detailed questionnaires
distributed among and collected from the leaders of all four participating workflow teams.
We further intend to coordinate our development efforts with users in the course of
implementation and deployment of WBR&Iutions. To this end, personal contacts have been
established between WP2 members and user team representatives.

This document is meant as a live deliverableshould additional technologies become
relevant to WP2 development at the implementation stagyéntend tofurther address the
topics discussed hemhenpreparing subsequent WP2 deliverabldsis document will also
be extended as part of our consecutive prototype releases. patiitlic reports and
prototype descriptions will therefore tak&o accountanyongoing developments.

1 INTRODUCTION

The goal of Work Package 2 (Data and Compute Cloud Platform) is to develop, integrate and
maintain an environment which will enable the \\BHare workflows, as well as any
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application making use of VRBhare rsources, to operate on top of t@éud and high
performance computing infrastructure provided by the project.

In order tofulfil its goal Work Package 2 needs to delivesaasistent servicebased system

that enables endusers to deploy the basic compoteof VPHShare application workflows
(known asAtomic Service9 on the available computing resources and then enact workflows
using these service3.he enduser interfaces (and by extensioni the Work Package 2
services which support them) must cateeach groumf usersexpected to interact with the
system This division of responsibilities will be furthefaborated upon iSection2.

Given the above requirements, the primary aim of this documentc@niiitute an ikdepth
presentation of the structure and interactions of tools whakentogether, constitute the
WP?2 architectureThe document is structured as follows:

¥ Section 2 details the characteristics of each group of users who will interact with the WP2
platform (and with the VPHShare system in general), listing their specific requirements
and the ways in which such requirements impact the architecture dbdtae and
Compute Platform It also presest some generic use cases, further explaining the
relationshipsbetweenapplication providersend users and administrators, as well as the
functionality which needs to be provided to each of these groups, as identified on the
basis of our discussions with VP&hare workflow developers and application providers.
¥s Secton 3 is meant as a genésatl overview of the WP2 architecture. It does not include
detailed descriptions o f i ndividual compo
introduction to the way in which Work Package 2 is structured and the interactions
between its constituent parts.
¥s Section 4, the most extensive part of this deliverable, is meant asdaptim description
of each of the components identified in the preceding section. For each of the Work
Package 2 technical taskstlorough discussion ahe implementation concepts and
technology choices is provided. This discussion is meant to address the following issues
(on a percomponent basis):
1 component description (How does the component work? How does it fit into the
overall architecture of VP¥bhare and, specifically, of WP27?);
1 detailed design (A textual description illustrated by UML class/sequence diagrams);
1 interfaces (What interfaces will the component provide to other components? What
interfaces will it require of other components?)
1 Implemeration technologies (Which technologies will be used to implement the
componert),
¥s Section 5 focuses on development methodologies, laying out the blueprint for the
implementation of the initial prototype of the WP2 platformiaehhis due by Project
Month 12
¥ Section6 summaises the presented descriptions and contains general conclusions.
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2 VPH-SHAREUSERGROUPS ANOUSERREQUIREMENTIRELATED TOWP?2

The goal of VPHShare is to develop the organisational fabric (tf@structurg and
integrate optinsed servics to expose and share data and knowledge, jointly develop
multiscale models for the composition of new VPH workflows and facilitate collaborations
within the VPH community. Thus, the Project should enable groups of usegsiro
authorsed accesdo a varety of computational and data services, deployed on distributed
hardware resourceblost of the technologies presented with ta¢a andcompute platform

are exclusively implemented as serviceapplications or other necessary pieces of logic that
encapslate the data they operate on and provide secure interfaces to acceskttiam.
sense, the function of WP2 is to provide a Cloud and HPC platform on which to deploy,
instantiate, access and manage VHhre services (which are understood as applicat@an
components thereof, fulfilling specific needs of researchdrs)s approach allows each
application to evolve aits own pace thereby reducing the seléects traditionally seen in
former enterprise applicationshe starting point for the develogmi of VPHShare
solutions is a selection of standalone applications derived from four participating workflows
@neurist, EUHeart, ViroLab and VPHOP. Each of these projects operates a selection of
software tools presentlyprovided only to its consortium embers. With the aid of VRPH
Share these tools are meant to be exposed to a wider community of users and potential
collaborators. The applications will need to be prepared for deployment in a distboted
environment and a set of interfaces will needé provided for end users, enabling them to
interact with the exposed tools in a secure and convenient way.

As a consequence oftheaboaen d al so wi t h r PesgigicentofWorlo(l)t h e
and basing on the workflo questionnaires distributed and collected by WP2 during this
preparatory phaséhree specific groups of usesereidentified in the context of VP+bhare.
These are as follows:

¥ Application providers (also calleddevelopers: These are the people respdesifor
developing and installing scientific applications and software packages, as well as
provisioning input data required by such applications to operate. Typically, this group
would comprise IT experts who collaborate with domain scientists and tearibkzir
requirements into executable software. Within the context of ‘$Rare developers are
tasked with installing prexisting applications and components on the viitedl
hardware resources provided by the Project so that these applications cawigiered
to domain scientists (see below).

¥» Domain scientists This group comprises the actual researchers (belonging to thefVPH
project community) who stand to benefit from access to scientific software packages
provided to them by means of the Vi8tae platform. To some extent the entire \APH
Share infrastructure exists to support and provide added value to these users and is one of
the determining factors by which the success of the project may be judged. In general, the
scientists will require the dlty to access the applications in a secure and convenient
manner, making use of graphical interfaces that will be provided through WP6.

“» System administrators A group of privileged users who will be able to manipulate and
assign the available hardwaresoerces to the Project and define security/access policies
for other groups of users. Administrators will be tasked with making sure the platform
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remains in an operational state and that no unaigddoor harmful activity is effected

with the use of VPEBhare resources. Administrators will also be able to monitor system
usage statistics and respond to emerging issues by taking advantage of notification
mechanisms built into the system.

The following table summéaes the mapping between user groups andnieeahWP2 tasks,

to better illustrate how the proposed architecture of WP2 corresponds to the user
requirements. For specific use cases and their descriptions, please refer to Settioin
contains indepth presentation ofeh technical task of WP2.

Technical task Targeted use cases

Task 21: Cloud| Application providers: Deploy and register Atomi
Resource Allocatior Services

Management Domain scientists:Browse available Atomic Servicgs
System administrators: Browse and manage availabls
Cloud computing resources; register new resources
allocation policies

Task 22: Cloud| Application providers: Request deployment of Atom
Application Deploymen{ Service Instances for development and testing purposes
and Execution Domain scientists: Request access to specific Aton
Services via workflow management tools or directly (W
the use of APIs/GUIs embedded in the Master Interface)
System administrators: Set deployment properties for eq
Atomic Service

Task 23:. Access to | Application providers: Request execution of HPC tasks

High-Performance development and testing purposes

Computing Domain scientists: Request access to specific HB&sed

Infrastructures Atomic Services via workflow management tools or dire
(with the use of APIs/GUIs embedded in the Ma
Interface)

System administrators: Manage HPC resources attachec
the Project; review logs and monitoring data
Task 24: Access tg Application providers: Query for and storebinary data
Large Binary Data in th¢ generated by VP¥share Atomic Services
Cloud Domain scientists: Download and utite the binary datg
produced by VPFShare application workflows
System administrators: Manage VPHShare data storag
resources

Task 25: Data| Application providers: Tag datasetsfor automatic
Reliability and Integty | reliability/accessibility =~ monitoring set  monitoring,
validation and replication policies;

Domain scientists: Access verified datasets regardless|
location in the VPHShare data federation;

System admnistrators: Receive notifications in case
access problems or policy violations;

Task 26: Security Application providers: Safely deploy applications ar
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expose them to selected (autked) groups of users
Domain scientists: Access any VPFShare appdation
component with common credentials;

System administrators: Manage access rights; add/remc
users; set user attributes

The next section explains how the system intends to cater to each of these user groups and
how the individual components of WoRackage 2 come together to enable provisioning of
integrated services to all types of Vi3tare users.

3 WORKPACKAGEZ2 ARCHITECTUREDESCRIPTION

An overview of Work Package 2 and its relationship with the overarching-S$itite
architecture is presented fiigure 1. It should be noted that this is strictly a conceptual view
as this deliverable focuses on detailing the internal architecture of WP2. The Project
Consortium plans to release a separate document by the end of Project8Viaidgre the
overall architecture of the entire Project will be presented in d&adcific information
regarding the integration of WP2 tools with other components (external to WP2) can be
found in the relevant subsections of Sectdon

7

Admin VPH

Ul layer WP6: User Access Systems [ - ] [Workﬂows]

: WP2: Data and Compute Cloud Platform WP4: Metadata

Services layer ‘

resource management and binary data access Management

. . ] Non-cloud
Middleware layer Cloud/HPC stacks Commercial|[ - Private || b0t
clouds clouds data storage

Hardware layer Physical computing and storage resources

Figure 1: WP2 in the VPH-Share architecture

The projected architecture of Work Package 2
Description of Work(1). Each of the technical sks of WP2 translates into either a specific
component of the proposed architecture, or into sewicicomponents. It should also be

noted that since the Cloud deployment and execution platfbeing implemented within

WP?2) is a crucial element of tMPH-Share architecture, significant attention will be devoted

to description of intecomponent interfaces and relation to other tools and services provided

by the Project.

In light of the above, a view of the WP2 architecture is presentédyure2. The diagram
covers the basic components of WP2, along with graphical representations ef inter
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component interactions amubsitioning of WP2 with relation to other Work Packages of the
Project WP6in particular).

Severalobservation®f a general nature should be made at this point. First, the notion of the
Atomic Service, as presented in the Description of Work (and furéx@lained in
Deliverable 2.1(2)) is central to understanding the features and modl@peration of the
designed platform. It is important to note that each application (or component thmereds)

to be treated as a service if it isthe managed by WP2 components and deployed in the
Cloud Along with a schematic depiction of the baswilding blocks of the Atmosphere
framework,Figure 2 also presents the structure of an individual Atomic Service, listing the
libraries and tools which will be prepared by WP2 and preinstalled on all virtual machines
hosing Atomic Services within the context of VRBhare. The specific features and structure
of each of these components will thecussedn Sectiond.

’_[ Work Package 2: Data and Compute Cloud Platform L ’_[ Atomic Service Instances L
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Figure 2: Overall architecture of the VPH-Share Data and @mpute Cloud Platform (Work Package 2) and its
relation to external Project components.

In light of the above requirementseveral operations have to be performed amy
standalone, commarithe-basedapplication before it can become part of the V8hkare

framework:
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“» As mandated by the Description of WaX), the application needs to expose a remote
interface based upon the Web Services technology. Either the application is already
engineered to present such an interface, amuist be reengineered to comply with this
requirement. Naturally, when legacy applications are concerned (andSYiRie¢ will
involve numerous such applications), it cannot be expected that developers will
reimplementthem only to suit the requirements of MfShare. Thus, a different
procedure is planned, where the legacy application is insteappedby an external
client which provides the required Web Service interface to the WP2 tools (and to other
components which wish to interact with the applicatiowjle internally invoking the
commandline interface(s) that the application provides. A generic description of how a
legacy application can be wrapped to comply with Atomic Service requirements can be
found in SectioM.1.7. Work Package 6 will then attempt to use the WP2 tools enable
components of pilot workflows (derived from ViroLab, VPHOP, @neurist and EUHeart
projects) to function within the VP{Share infrastructure.

¥» The Web Service enabled application is then installeth @ virtual machine image
provided to the developers by the Atmosphere component, which implements the
functionality associated with Task 2.1 of the Project. Taking advantage of igatioal
technologies and OS independence features of modern Claughss] Atmosphere does
not need to enforce a specific programming environment or operating systetead, a
selection of virtuased platforms will be offered to developers. The developer will need
to select a specific OS template, which will come wpiteinstalled components enabling
VPH-Share Atomic Services to function. Having made this choice, the developer will be
presented with a persistent instance of the template, deployed upon Cloud resources,
where the application (or parts thereof) can beailexl. In fact, the virtual machine
provided to developers can be directly used to wrap application components into Atomic
Services, with no further hardware requirements. While installing and testing their
application, developers may log in to the vitto@chine directly, via the SSH protocol,
with credentials supplied to them by Atmosphere (which is also responsible for
instantiating and managing the virtual machine in question).

“ Foll owing installation of t he a@mpdnént at i on
depicted in the top righand corner ofFigure 2), the Atomic Service can be registered
and stored in the Atmosphere internal registry. This operation can be performed by
interacting with the dedicated Atmosphere prtvhich will be embedded in the VPH
Share Master Ul and will provide access to specific features of the Atmosphere
component. Upon registration, Atmosphere will store a copy of the Atomic Service
virtual machine image and will later use it to instantidtemic Service Instances that
correspond to the specific application (or
concludes at this point as the Atomic Service is now ready for use and can be dynamically
instantiated and served to end users of theeBrdj.e. researchers). Note that should
further development work become necessary (for instance to upgrade the Atomic Service,
or to resolve issues/fix bugs), the developer may again check out the specific VM
instance and perform the required actions leeémmmitting the updated resource back to
the Atmosphere storage layer.

An interesting issue arises with respect to applications that need to provide a graphical user
interface. Naturally, an application that is not directly irguven, does not normgllexpose
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commandline interfaces, and hence cannot be easily wrapped and deployed as an Atomic
Service. In such cases WP2 aims to preserve the existing features of the application by
enabling the virtual machine on which it is hosted to expose a remoteviBUhelp from a

remote desktofype mechanism, specifically the Virtual Network Comput{BY interface.

The virtual machine (on which applications are deployed) includes a generic(ViNGal

Network Computing)erver whilethe client frontend (embedded in the VPShare Master

|l nterface) includes a portlet that exposes
enables clients to directly interact with the service.

4 DETAILED DESIGN ORNORKPACKAGEZ2 COMPONENTS
4.1 Cloud resource allocation management

Resource allocation management is required to ensure that all computational tasks are
assigned an appropriate share of underlying cloud or HPC resodxesomic Service
Instances (ASI) will perform processing tas&fficient management of those instasigthe

main goal ofTask 21. An Atomic Service Instance is a computer system that:

¥» hasaVPH-Share application installed

uses wrapping mechanisms providedTask 22 to expose the application as a HTTP
service (eithethrough SOAPor RESTWeb Service protocols

secures access to the applioatusing tools provided bask 26

has VPHShare federated dastéorage access tools installed

optionallyincludestools to directly connect to the machine (such as SSHN® server)

is hosted irthe cloud infrastructure (either private or commerditallatior) or in an
HPC infrastructuredepending on resourcequirements of the application

A detailed description of Atomic Service Instaatepresented isectiond.2.2

Commercial cloud providers emplolye pay-peruse model while private infrastructures have
limited amouns of resources. Submitting a job to HPC infrastructuueudly requires
waiting in a queue andonsumes computational grant$ie wlsage demand for mostomic
Service Instancesvill be dynamic and may frequently be prone to spikes in demand.
Matching capacity to actual Atomic Service Instance usage make dynamically optimised
deployment of instances a necessi{gljusting the computatbnal environment and providing
dynamic and ordemand featureagquired by endisers involves:

¥ shutting down instances af giventype (f there are too many instances of this specific
type or this type of instance is metjuiredat the moment)

¥ initializing instances o$imilar oranother type to handle incomitgffic

+configuring instances

¥’ enabling application providers to install their software on machines with operating
systems of their choice

“» monitoringthe cloudinfrastructure anthe performance oinstances

¥ controlling and minimizinghe cost of hosting instances

(&

Pagel6 of 100



FP7i ICT 7 269978 VPH-Share
WP2: Data and Compute Cloud Platform
D2.2 Designof the Cloud Platform
Version:1.3
COOPERATION Date:31/08/2011

VPH-Share

It is extremely difficulti if not outright impossiblg for systemadministratos to manually
harness such a dynamic and complex environjreamposed of private and commercial
clouds as wll as HPCresourcesTherefore Task 2.&ims to develop and deplaycomputer
systeni' the Allocation Management Servideto assist system administrators in performing
their assigned tasks

4.1.1 Functionality

The Allocation Management Service (AMS) is a sydiem of the VPFShare Data and
Compute Cloud Platform. Its functionality is depiciaed-igure3. AMS is accessed by three
classes of actors

1. VPH-Share application providers (already discussed in Secti@hwho will be able to
use graphical toolexposed by th Master User Interface to:

a. Browse availablevirtual machingemplates of raw operating systems that can be used
to creat new Atomic Service The gplication provider may wish to use a specific
distribution of an operating system, depending on treguirementsof their
application Some of the majorssueswhich must betaken into accountvhen
choosingOSdistribution include availability of libraries and tools, robustnegstem
overhead andhdividual preferences.

b. Create a new virtual machinkased on theselected rawOS distribution. The
application providerdoes not need to knowhere and how a virtual machine will be
created on the underlying infrastructure. Frtiteu s er 6 s pthisvellpbe at i v e
singleclick operation that will returthe IP address ofhe created virtual machines
and credentials necessary to log ieBchmachine. Connecting to a virtual machine
and installing applicaticscreatingan Atomic Service) is described Bection4.2

c. Savethe newly configuredirtual machine witithe VPH-Share application installed
as a new Atomic Seise. This operatiortanalso be invokedisinga graphical tool
embedded irthe Master User Interface andustrequire a description ofthe newly
createdAtomic Service. AMS will interfae the underlying layersn orderto actually
save the virtual machine withthe prénstalled VPH-Share applicatioras a new
template and registernew Atomic Service ithe WP2 Intemal Registry.

2. The Atomic Service Cloud Facadgactingon behalf ofend users (scientistg}jther by
invoking the functionality of a single Atomic Service or executing a more complex
workflow that involvesmultiple calls to a range of Atomic Services. latb cases, AMS
will be responsible for ensuring thahe required Atomic Service Instances are
configured, deployed and monitored properfgurthermore AMS will try to allocate
resources in a wathat maximses application performance and minses costs.Despite
the fact thatthe AMS is unnoticed bythe end users it will perform complex tasks to
deliver this functionality. lthasto provision Atomic Service Instances on demandan
optimal mannerpn the basis of anptimal deployment plaenactedusing the Cloud
Execution EnvironmentCEE). In order to developuch gplan AMS needs to query CEE
for monitoring data describingfrastructureload and performance of A, and then
collatethis data withCEE specific policies andSl-specific resource demds and usage
costs. For more details about the deployment plan please refer to Settibn
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3. Generic s1bsystems or components developed or deployed withMWP2 (including
Atomic Service Instances artle Data Rliability and Integrity runtimé see Section
4.5). A good example of such an actor is an Atomic Service Instinatcgueries AMS
for configurationparametersequired toinitialise and properly custoise itself. Atomic
Servce Instance configuration may contain information regarding security, data sources
that should beaccessedr any other applicatieepecific data required tmitialise the
service. Another example is the Data Reliability and Integetyice(seeSection4.5.4
that stores and access metadata describaitgaged datasets (see Sectidnl).

Browse available VM % Store and access
templates Data Set Metadata
<<system>>
/ : DRI Runtime
% 1 <<include>>

B — Create VM with
selected 0S
App provider
Get AS Instance
<<system>> configuration

Save VM as Atomic Atone Sevice
< Instance
Service
<<include>>
Prepare optimal | Get monitoring
deployment plan data from CEE

Request instances of ’.77
specific Atomic <<include>> .-

Services
/ ~ S
‘g<include>>

)
A:<SYSt;¢T>‘> <<include>>
omic rvice s
e i Provision AS Use CEE to realize
Instanceson f-oooooottoooonE deployment plan
demand

Figure 3: Use case diagram illustrating the roles of thepplication provider, the Atomic Service Cloud Faade (part
of the WP6 Master Interface) and Atomic Service Instanceaccessingthe features of the Allocation Management
Service subsystemThe diagram also depicts indirectly usedeatures.

4.1.2 Architecture

The Allocation ManageménSevice subsystem is part of the Data and Compute Cloud
Platform. It issuldivided into componentsledicated to specific featureModulaisaion
allows independent development of components implementing separate aspebts of
syst embs f Tha AAMS adahitedturetisy illustrated in Figure 4. Three key
components cahe distinguished:

¥ Manager

¥) Optimiser
s Atmosphere Internal Registry (AIR)
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WP6

Master Interface
browse available AS and templates

get AS and ASI metadata/store ASI data
N

get ASI configuration
@

Search/$tore API

T2.1

AMS Manager]

: . start AST in HPC infra
get monitoring data/imanage ASI  *

: TZ.ZIj T2.3 i T2

Wy N v
DRI Runtime Cloud Execution HPEE LOBFSA
Environment

Figure 4: Architecture of the Allocation Management Serviceand its functional dependencies.

move data |

The Manager is a central component of the AMS subsystieich will supervise the process

of preparingthe optimal deployment plant will also providea remote REST interface that
acceps requests fronthe Atomic ServiceCloud Facade regardingurrently requireditomic

Service Instancesand requestsfrom application providers to create or save new Atomic
Service Instanced.he Manager will interfacehe Cloud Execution Environment tabtain the
current status athe underlyinginfrastructureand dispatctieployment plasithat will result

in starting or stopping instancesthi deployment plan involvesxecution ofapplications on

an HPC infrastructure,the Manager will contact the High Performance Execution
Environment. The Amosphere I nternal Registry (AIR)
persistence layer; thus the AMS subsystem will be able to survive a crash or reboot and
maintain control over the underlying resources.

Optimisaion logic will be encapsulated in a separatedoie. The Optimiser will implement
the process of preparing an optimal deployment plan. There are manys fabton might
influence how Atomic Service Instances should be located and how much resiherces
shouldconsume(for a comprehensive list of famis that will be taken into accounplease
refer to Section4.1.2. Thus, a approachbased on multiple criterianust be appliedWe
intend toexperiment with various tools and techniquiesluding the Modelling Language
for Mathematical Programming (AMPL}§4) combined withthe DONLP2 (5) solver,
constraint satisfaction programming using CHO@D) or finding Pareteoptimal solutions
and normézing them using objective functigrffor a detailed description dlesetools and
techniques please refer toeliverable 2.1(2)). It is expectedthat various optinsaion
policies will be applied and testéloroughout the lécycle of thevPH-Share project hence,
the Optimiser component must be absreplaceable. To achievhis goa) the Optimiser will
only be used by the Manager component and will not have any dependencies on other
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components.Each invocation of the Optimse (by the Manager will include all data
necessary to perforoptimsaion.

The Atmosphere Internal Registrizéreafter alsoeferred to ashe Atmosphere Registrythe

AIR component or simply thd&kegistry is a core element of the Atmosphere platform,
delivering persistenceapabilities Its components anadhteractionsare depicted irFigure5.

The main functionof AIR is to providea technical means and an API layer for other
components of Atmosphere to store and retrieve treicial metadata. Having a logically
centraised (though physically dispersed, if needed to meet high availability requirements)
metadata storageomponentis beneficial for the platformas multiple elements may use it
not only to préesdute atts®i t oAipmemsrn gyt ent |l y ex-
through the welknown database sharing modehere the data storage layer serves as a
means of communication between autonomous compqgreatsng theAtmosphere Internal
Registry an importarglement of the platform.

ASI Other metadata DRI Runtime Master User
sources or sinks Interface

AMS Manager

O O
Publish/Consume API Web Interface
]
Atmosphere Internal Registry
REST API Service HTML Service
RN i

<<artifact>> Domain Model Persistence Layer
Database R R e

Figure 5: The architecture and elements of the Atmospheriternal Registry along with its interactions.

4.1.3 Deployment plan

The teployment plan is the most significant concept of the AMS subsystemsdiilequests
(except requests fobrowsing available templates amabtaining instance configuration
parametersvill result in preparing a new deployment plan that will dispatchedo the

Cloud Execution EnvironmentThis takes place automatically, based @tatform
requirements and the information available in the Atmosphere Internal Registry (see previous
section).The deployment plans a formal description of actions that aeguiredat a specific

point in time to preision Atomic Service Instances imphenting the featureequested by

end users. Such a plan needs to be optimal in terms of performance of Atomic Service
Instances and costs of computation, data storage and trafikéerkeployment plan will
specify:

“» which Atomic Service Instances shouldailable at thgiven moment
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¥+ whereeachAtomic Service Instance should bdtialised ( par t ne rCiosdsig,r i vat e
commercialCloud, hybrid insallation or HPC infrastructure)
¥ thequantityand size of instances (i#he amount ofallocatedresources)

The deployment plan will be expressed as a list of actiwhigh need to be taken to firteine
the computing environment. Those actions may concern:

¥» managing virtual machines @louds (starting, stopping etc.)
¥/ moving datausing binary data access tools
¥ starting/stopping an application the HPC infrastructure

The ceployment plan will be passed tbe Cloud Execution Environment arithe High
Peformance Execution Environment in order to effectspecified resource allocation.

As the aéployment plameedso be optinsed, theAllocation Management Service will take
into accounseverafactors. The most significanf these are as follows:

¥ is it more efficient to transfenput datato the site where the atomic service is deployed
or instantiate the servcclose to existing datastores
workflow and atomic service resource demands
volume and location of input and output data
load of available resources
cost of acquiring resources on private and publaud sites
cost of transferring data between private andblic Clouds (also betweeifiavailability
zoneso such as US and Europe )
cost of using cheaper instances (whenever possible and sufficient; e.g. EC2 Spot
Instances or S3 Reduced Redundancy Storage for some noncritical (temporary) data)
¥ public Cloud provider billing model (Amazon charges for a full hourthus, five 10
minute tasks would cost 5 more times to run than an individual instance)
“security constrains (for i nstance Cloudsensit
i nfrastructureo)
¥ the possibity of reusingpre-deployedinstancegsharig instances between workflgjv

el RN R

*

4.1.4 Data stored in Atmosphere Internal Registry

While the Registry will be prepared to accommodatgide range of different metadata
since its internal mechanisms are based on thma8tic Integration(7) concept which
delivers a high level of generality for domaipecific metadata solutioris eventually the
following elements will be stored inside the Registry:

¥» Atomic Service configurations: a set ofitime parameters or documents containing such
parameterasare required taleploy anAtomic Service templatand set it up to serve a
running andexternallyavailable Atomic Service Instance

¥ Metadata describinghe propertiesof the Atomic Servicel for instancewhetherthe
Atomic Services stateless or stateful, what aredtsmputational requirements etc.

“) Available templates: the list of Atomic Service templates available for Atmosphere to be
instantly deployed and us@dapplications wher need ariss. While the virtual machine
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images of these templates are stored inGlwaid stack storage elements, the metadata
describing and identifigg them is inside the Registry

¥/ Hosts andoperatingAtomic Service Instances: the list of available hosting machines
which are able to accept new instancegtmmic Services to be deployeds well aghe
list of all such instances currently deployed, running and availédieapplication
workflows

¥s Datasets: the list of large binary data sets and storage resourcéedreoy Data
Reliability and Integrity tooldo monitor the availability omanagediata resources (see
Section4.5.])

¥ (optional) Realtime measurements of host parametevhen deploying new Atomic
Service Instancethe AMS Manager mayequirehistoric data regarding performance and
load of available hosts if this is the case, the Registry will serve as a temporary buffer
for recent measurements of the most yitatametergsuch asCPU load, memory usage,
availabledisk spae etc)

4.1.5 Provided interfaces

The following interfaces will be provided by Atmosphere to external actors.
4.1.5.1 AMS Manager

A RESTul interface for managing Atomic Service Instances will be provided by the
Manager component.wo actions willbe supported

¥» Requestig the provisioningof specific resource (a fresh virtual machine for service
installation, anAtomic Service Instance of a given typearapplication runningn the
HPC infrastructure). All input parameters will eecodedn the JSON(JavaScript Objec
Notation)format.

¥ Informing AMS that a particular service is no longer needed and can be stopped.

4.1.5.2 Atmospherenternal Registry

In general there are two modes ofterfacing theAtmospherdnternal Registry (as depicted
in Figure 5). Standard interaction is handled byemote RESTl API, providinga set of
operations based on the HTTP protocol with signatures described in terms of:

¥ the URL endpoint to be usethen invokingan operation

¥ the list of required and optional paramstevhich should(or migh) be passedn the
HTTP call to paramet&ethe output

¥ the structure of the expected output orliieof possible error messages

This APl will be made available foexternal entities (mainly the AMS Manager and DRI
Runtime compaoents, but alsdor any other elemerof the VPHShare environment which

may need tanterface the Registry) to store, retrieve and manage all the metadata stored in
the Registry.The interfacewill also go beyondthe basic(atomig CRUD (Create, Read,
Update and Deleteget of method$customoperations will be added ancaseby-case basis
when deemed useful for external components. Examples of such specific operations are:
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“Alist all r un mhichdollowt spetiid SSeownficgarationo
< f f agiven datasetlist all storage resources whichiti s avai |l abl eo

“» flist all hosts which do naturrently contain any deployedS | 0

Providing such dedicatedperationswill facilitate straightforward development Begistry
clients.

Apart from the RESTiu pr o gr a mme thé Registry wile alsb @x@@se another
interface, dedicated to human users (Bgire5 again). Ay authoised useri typically an
administrator(see Sectio2 for a discussio of user rolesj can access thisterface in order

to modify, register or remove content from the entire domain. Additionally, sestected
access modemight also be included for all VRBhareparticipantsto view and browse the
contents of the Regfiry. As some initial metadata has tofbd ino the system by human
users (for instance the prepared AS templates have to be registered by hand), the ipgpvision
of such a Web interface will hgrioritised when developing and deploying the first versiin

the Atmospherdnternal Registry. In order to maintain consistency throughout the Project,
the Web interface will be embedded within the Master User Interfategration will be
performed using the mashup methodology (8), with the Registry Ul occupying ma
autonomoussectionof the interfacebacked up by separate web servwehi¢h will also be
responsible for serving the aforementiof&&STiul API).

4.1.6 Dependencies
The Allocation Management Service has three external depeieden

¥> TheCloud Execution EnvironmenT ask 22) will hostand provisiomASIs on demandilt
will also storedata describinghe status of the cloud infrastructufer the purposes of
creatingan optimal deployment plarfinally, CEE will realse the deploynent plan by
starting/stopping Atomic Service Instaneesordingly

¥ Large Object Binary Federated Storage AccdssK 24) will be used to rewle part of
deployment plan concerning data management. This will inchegdicating/moving
binary data to theequired storage resources

) The High-Performance Execution Environment will implement paitthe deployment
related to provisionind\tomic Service InstancagquiringHPC resources.

4.1.7 Control flow

This section explains hothe functionality listed inSecton 4.1.1will be delivered. It focuses

on explaining interactions between components, starting with those that are close to the end
uses (Master Interface), going through the AMS in the middle and ending Gik.
Creating a new Atomic Service Instance will be described in more detail. Other scenarios will
alsobe explainedshowing how they differ from thiermer.

The process by which application providers create a new Atomic Service Instance is
described irFigure®:
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¥» The AMS Manager needs tstore anup-to-datestatusof the infrastructurei therefore it
gueriesthe Cloud Execution Environment for current monitoring data

¥ The nonitoring component of CEE returiise available resourceand the load of the
infrastructureThis data is stored in the Internal Registry for further use.

“» Whenthe user opens the Master Interface avighesto browseVM templateshat are
available for creatingnew AS| arequest is sent to the Atmospheresnil Registry

¥ The reply containg list of possible/M templatechoices This information is presented
to the end user by the Master Interface GUI

¥ The aplication provider subsequenthgelectsa templatethat will be spawned as new
ASI, resultingin arequest to the AMS Manager to instantiate a new virtual machine from
a specific template in the cloud infrastructuiide manager camlsooptionally ask AIR
for the status of the infrastructure amteive data describirttpe available resources and
ther load.

¥, The AMS Manager invokeshe Optimiser which analysesthe current load ofthe
infrastructure and prepares an optimal deployment plan §eeton4.1.3, specifying
that a new virtual machine needs to be spawored speific (private or public) cloud
site.

¥> The Manager stores configuration data required by ASI to start a service in the Internal
Registry. A deployment plan is sent to CEE cloud cliem¢hich implement it by
spawning a new virtual machine.

¥ The Cloud clierd return the IP address of the virtual machine and the credentials needed
for logging into the Manager.As the virtual machineboots up,it may require some
additionalconfiguration in order tanitialise its services. This configuration is obtained
from the Internal Registryia a RESTul API.

“» Once the virtual machine isunning and configured its address and credentials are
forwarded tothe Master Interface and presentectie gplicationprovider to connect to
the machine and install additional softe@dseeSectiord.2.2).

Once the application provider has installed and configtinedequiredsoftware,the virtual
machine can be saved as a VVBhareAtomic Service.The sequence of operatioissvery
similar to the one desibedabove The wser opeathe Master Interface and requsshat their
virtual machinebe registeredThis requests then delegatedo the AMS which in turn
contacs the CEE. The virtual machineis stopped and its image converted into a template
which can latebe used tepawn furtheAtomic Service Instances.

Requesting specifidtomic Service Instance®llows a similar patternThe Atomic Service
Cloud Faade, as part of the Master Interface, costabhe AMS Managerto supervisethe
creation of a dployment planThe Managerthen queriesAIR for the requiredmetadata
describing Atomic Service Instanceand for the status of the cloud infrastructute.
subsequentlynvokes theOptimise that prepars an optimal deployment plan. On this basis
the Managercan dispatchrequests to CEE to start/stop ASh the cloud, HPEE(High
Performance Execution Environmeste Sectiort.3) to start applications andOBCDER

(see Sectiont.4) to move dataAs this is conceptually very similar to the ASI creation
process depicted iRigure 6 we will omit a separate sequence diagram describing this case
(to maintain conciseness).
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Figure 6: Creation of a newAtomic Service Instance bythe application provider. All interactions between the enduser, the Master Interface, AMS andthe Cloud Execution
Environment are illustrated in chronological order.
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Using the AIR persistene service isquite straightforward Atomic Service Instansgor the
DRI Runtimg use aRESTiul API to obtainor store data ints underlyingdatabaseThe
Master User Interfaceontacts the AIR Web interfate present usswith requested data

4.1.8 Candidate technologies

The AMS Manager and Gpnise components will be implemented a generapurpose
programming languageamely JavaSE6. Proven opesource libraries and tools will be
usedto facilitate the development proce$sie Optimiser interact only with the Manager so
it is very reasoable to implement local communication between these compofidweg will

be deployedas OSGi(9) bundles, facilitatingdependency managemeantd enabling us to
easily switch optinsers implementing different optiigetion policies. Bundles will be
deployed inan Apache Karaf(10) container, conserving systememory andmaking
maintenancesasier This approach ensures low communicatmverheadsand allows these
modulesto be developethdependently.flperformance considerations force us to distribute
these componentghis can be easily achieved by deployittggm in separateontainers
running on two or more servers and switching to remote communication. Apache (Camel
will be used asheintegration framework.

The development of thAtmosphere InternaRegistry will be based exclusively @m qen

source software stackBelow we present dist of candidates which are currently the
technologies of choice for the implentation of the Registrylf, at some point during the
course of the Project, new requirements emerge, the list of technologies may have to be
extended.

The implementation of thé&tmosphere Internal Registnyill be based on the following
tools

¥/ Thepersistace layewill be provided by MongoDR12), a schemaless NoSQL database:
this allows forflexible adaptation to growing and rapidly changing metadata model

s Thedomain model and the domaspecific logic layer will be deveped in Ruby due to
its highly dynamic naturethis is especially important for the Semantic Integration
methodology(7) we have choseto adopt

¥) External interfacesand theweb application willbase onSinatra (13) and Phusion
Passengegl4)technologie$ two stable soltions for this type of software

4.1.8.1 Methodology

The methodology of development assumes tight and development cycles. Accordingly

the first protdype release will baéssuedrelatively earlyon in the development process

order to make the tool available to the community as soon as possible and to gather valuable
feedback for future versions. These will be released f r e qu e ntincranemsa | | de
ensuringfaster response to user requests ameetong the detrimental impact of regression

bugs.

Page26 of 100



FP7i ICT i 269978 VPH-Share
WP2: Data and Compute Cloud Platform
D2.2 Designof the Cloud Platform
Version:1.3
COOPERATION Date:31/08/2011

VPH-Share

4.1.8.2 Security

All components exposing publicly available RESIT interfaces will be secured with
mechanisms provided by Task 2s&¢ Sectiod.6).

4.2 Cloud application deployment and execution

The Allocation Management Servideitself a component of the WP2 framework, deployed
on available computing resources by the V8kharedeveloperd is tasked with creatingn
optimal deploymat plan. Part of the plaspecifieshow Atomic Service Instances should be
deployed inthe Cloud environment The Cloud Execution Environmerforms part of the
Data and Compute Cloud Platfomrhich will be used tdost instances and manage thiem
accordane with thedeployment plan. Its main goal is to:

¥ Provide mechanisms for turning domain applicatiotio Atomic Service Instances
¥/ Hosting Atomic Service Instances in private and puBlaudinfrastructures
2 Provideameans an@nAPI for managing ASIs

Marny commercial providers offer matuf@oud services. Moreovera wide range of open
source projects implemefloud software stacks. Howeveas remarked imur state of the
art analysig2) none of theexisting solutions provideall the functionalityrequired byWPH-
Share.Thus, Task 2.2 will not only deploy existing solutions but also develop custom
modules that are necessary to fill the gap betwkenequired functionality anthe features
provided by existingoftware systems

4.2.1 Functionality

Describingthe functionality of CEE requiress to determine who will use. The dasses of
actorswho will directly access differenteature subsetgrovided byTask 22 are illustrated
in Figure7. Accordingly, actors of the subsystem can be classified as follows:

1. TheAllocation Management Serviceill access REST interfasén order to:

a. Read thestatus of theCloud infrastructure. This data will include standahd
metricsfor Atomic Service Instances (virtbanachines hosting VPt$hare specific
applicatiors) and performance data. The former will consist of CPU usage, memory
consumption, I/O operations and network transfettsere exposed by the applicable
Cloud stack The latter willcompriseperformance indiators such athe number of
requests that can be servedainnit of time orthe time required to process single
request;

b. Manage Atomic Service Instances. This will involve enactigployment plan that
specifies actions such as creating new virtuatihmes from templates fapplication
providers (seeSection4.1.7), saving a virtual machine as a new Atomic Service;
starting Atomic Service Instances to provisitwe required functionality or stopping
idle instances to loar costs. CEE mustlsobe ready to providea management API
for private and publi€louds.

2. The Atomic Service Cloud Faade will access functionality provided by Atomic Service

InstancesThe Cloud Execution Environment will be responsible for hostingaimses in
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public and privat€louds. It will alsobe responsible for providing a wddhown endpoint

that will proxy and route requests &odynamic pool of instance3his endpoint can be

used optionally when direct access to a specific instance is neiblgoslue to e.g.

firewall restrictions.

3. The gplicationproviders will:

a. Use wrapping mechanisms enabling them to expose their applications as Atomic
Services. CEE will facilitate publishing a REST or SOAP remote interface to
remotely invoke applicationsegloyed inthe Cloud infrastructure. Additionally it
will ease the process of configuring security for application

b. Connect to virtual machines hosted@toud infrastructures in order to install and
configure their applications. It is foreseen that cdmbasedaccess over SSH and
VNC connections will be available for application providers.
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% / <<include>> Monitor AS Instance
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<<system>>
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Figure 7. Actors of the Cloud Execution Environment, namelythe Allocation Management Service,the Atomic
Service Cloud Fatade andthe application provider. Features of the system that are not directly accessed by usebut
are required to provide CEE functionality, are also presented.

4.2.2 Atomic Service Instance

The main building block of a VPi$hare workflow is the Atomic Service Instanceislta

virtual machine with preinstalled software, published as a SOAP or REST Web Service. An
image of this VM (Atomic Service) needs to be stored in the VM repository and instantiated
on demand when a workflow is started (and then shut down once thdomofikfishes). We

can distinguish two types of Atomic Services Instances: stateless instances (capable of being
shared among workflows) and stateful instances, i.e. instances whose lifecycle consists of the
following steps:
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Configuring the application

Stating the application

Monitoring application execution status
Retrieving application results

HwnhPE

The defining characteristic of stateful services is that at least one of the provided methods
depends on other method(s). Asresult these services cannot be sithemong workflows.
Information on whether a service is stateless or stateful will be stored inside the Atmosphere
Internal Registry (seSectiord.1.4.

In the scope of th&ask 22 and Task 26 we plan to deliver libraries drtools that simplify

the whole process of converting existing applications (in most cases command line
applications) into Atomic Services. Secti@npresents the high level architecture of the
atomic service. This architectucensists of three main layers:

¥ Security layeri a library (Apache module) integrated with security tools created in the
scope ofTask 26. The main responsibility of this layer is to ensure that every request that
reaches lower layers is authenticated anthorsed. This component will have only one
implementation and will bgeneric for all Atomic Services.

s SOAP/REST Service layérlibraries that are able to expose the application as a SOAP or
REST Service. Our aim is to avoid imposing limits on the lbemof libraries and
programming languages that can be used here. As a result, the application developer
responsible for wrapping applications into Atomic Services may choose the most suitable
technology for each application.

¥> Wrapper layeii tools able towrap existing commantine applications as libraries. The
process of wrapping consists of several steps: at the beginning, the environment has to be
configured in an appropriate way (e.g. the comriarel application may require a
configuration file); subsquently the application is executed and its results collected and
forwarded to upper layers.

:

i~ (¥ ]

L

A
s
&

R

command
| Legacy app l I line app l

L A

un
»eh Security Q:—@—ﬂ

C—

i

Instance

Wrapper

VM Template

Figure 8: Structure of an Atomic Service Instance. The virtual machine (with a selected OS) hosts a ViSthare
application with a REST/SOAP interface exposed using wrapper mechanisms which involve a security module.

The process of wrapping existing applications into Atomic Services should be as simple as
possible. Tdulfil this requirement we plan to deliver preconfigured virtual macimmages
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that can be used as a starting point for creating new Atomic Services. These images will
contain:

“) A preinstalled operating syste@.g. Ubuntu, CentOS, Windows)

¥’ Tools that allow Atmosphere to configure the installed software (e.g. security, magitori
layers) while booting up the virtual machine. We will have two types of configuration
tools: tools delivered by cloud providers (e.g. generating a unique security identifier/key,
enabling providers to log into the freshly spawned virtual machine) arsl ¢oeated in
the scope of WP2. The second group permits configuration of the Atomic Service
Instance itself. This process consists of several steps: initially, the configuration for the
specific Atomic Service Instance needs to be downloaded fromtthesphere Internal
Registry subsequently, security attributes need to be applied in the security layer. This is
followed by configuration of the monitoring system and, finally, a specific part of this
configuration is applied to the wrapper and wrappediecgmn itself.

¥’ Installed security layewhich will forward requests to the wrapper given appropriate
credentials (a detailed description of this process can be fouthe ifollowing part of
this section)

“s Sample commantine application (e.gechg wrappel as a SOAP or REST Service

4.2.3 Architecture

The Cloud Computing Environment will provide three distinctive typesfeatures(see
Section4.2.]) andwill therebre consist of several software componeAts.overview ofits
architecture is provided irFigure 9. Generally, CEE functionalitgan be divided into three
categories:

¥ Standard solutions that will be installed, configured and maintained in order to paovide
execution environment for Atomic Sereic Instances and build privat€loud
infrastructurs. These include:
1 Wrapping mechanisms (already describe8éction4.2.2
1 Atomic Service Instance Proxy
21 Monitoring System
1 Private Cloud software stack

“s PublicCloud providers

¥> Modules that will be developed withifiask 22 that will controlthe aforementioned
components in order to provide an efficient platform for hosting Atomic Service
Instances:
21 Monitoring Controller
1 Atomic Sevice Instance Proxy Controller
21 Cloud Clients
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Figure 9: Cloud Execution Environment architecture overview. Components marked in light green are either
developed within Task 2.2 or existing solutions that will be deployed and configured. Components that are marked in
other colaurs are external to CEE but are significant to explain its architecture.

Wrapping mechanisms will facilitate exposing applications as Atomic Service Instances.
These mechanisms have already been descrilfeelciion4.2.2

The Atomic Service Instance Proxy is a proxy that will enable transparent access to instances
deployed in a dynamic pool of computing resosnsith IP addresses thatre not known
apriori. It will provide a proxy interface for instances undewell-known endpait and

route requests to an appropriate instance. Existing proxy semirbe deployed and
configured.As standard proxy servers do not support dynamic pools of resdare@out-
of-the-box fashion,an Atomic Service Instance Proxy Controller will besponsible for
updating proxy configuratia)reloading the serveand providing basic statistics on Atomic
Service Instances on the basis of proxy server logs.

Similarly, the Monitoring System will be a standard solution for monitoring infrastructure
ard servicesenhanced witta Monitoring Controllerthatwill enable it toadapt toa dynamic
environment.The Gntroller will parse monitoring logs and quethe Roxy Controller for

ASI performance datand it will expose a single endpoint for exposing thata to AMS.
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Cloud Clients will encapsulate clieride librarieghatwill handle interactiomvith managers

of both public and private cloud infrastructuré@fie platformmust be extensible with new
clients for infrastructureshat may emergeluring the course of theVPH-Share project.
Initially, cloud execution environment components of the Atmosphere platform will be used
to manage two types of cloudsprivate (provided internally by Project partners) and public
(provided by a selected commercialéstific provider).

Use of both types of cloud systems is mandatory for several reasons. Private clouds are
needed due to:

¥/ the need to exercise full control over some critical data that is too sensitive to be
processed in ayblic cloud environment

¥) cost issies for persistent instances: the cloud business model offers good cost
effectiveness for relatively shelived tasks by providing huge computational power
without the need to invest in hardware; however, if we know that a given instance would
be requiredfor long periods of time, running it on a private infrastuwe will likely
prove cheaper.

At the same time there is also a need for access to public cloud infrastructures:

¥/ to cover for ordemand traffic spikes by temporarily acquiring computationaluress
that do not exist in private clouds (or woudshuire significant investment)

¥/ to ensure limitless scalability of the proposed platform (to the extent that computing
power and storage space can be acquired from puioieders)

¥ to allow more manage#baccess to proprietary software such as MS Windows Server,
whose license is provided as part of the service offered by Amazon, without the need to
obtain separate vendor license agreements when provisioning services to third parties on
custam infrastructire (such as SPLAService Provider License Agreemgent

The internal architecture of public cloud infrastructures and commercial software stacks are
typically not disclosed, with some notable exceptions (such as the use edmpen stacks

by RackSpace)Such internal architecture details are beyond the of scope of this document,
as these are as varied as they are numerous andSYARE will only be a customer to

these services. On the other hand, contributed hardware (provided by consortium partners)
need to be cloueenabled. This section will describe how to accomplish this task.

We have decided to base our solution on an existing «quemce cloud stack OpenStack.
Our choice was prompted by the following considerati@jys

s manageable and welocumented deployment process

¥’ rich features offered by the sta¢kincluding the ability to run instances, full network
management including floating IP (ability to temporarily assign and reassign pubiic IPs
similar t o i& iRy Nova\blsmesE dllaving networprovisioned disk
volumes to be mounted on instasdsimilar to Amazon EBS) etc.

¥ highly effective and manageable remote APl and a largectsmieof implementing
libraries

Page33of 100



FP71 ICT T 269978 VPH-Share AT
WP2: Data and Compute Cloud Platform L
D2.2 Designof the Cloud Platform '
Version:1.3
COOPERATION Date:31/08/2011

VPH-Share

The overall architecture cdin OpenStackbasedorivateClouddeployment is shown iRigure
10.

‘ WAN
CC Node
.R_1 ] LAN-1
SW-1

—

Compute Compute Compute
Node #1 Node #2 Node #n

R-1 - internal private cloud router (Linux node
acting as router with NAT service)

R-2 - partner's router providing WAN access for
the private cloud

SW-1 - LAN switch (with 802.1Q)

Figure 10: Architecture of a private Cloud deployment Types of nodesCloud controller and compute) as well as
network configuration are presented.

As stown in Figure 10 we plan to uséwo types of nodesa single Cloud Controller Node

(CC Node) as well as multiple identical Compute Nodes. The exact number of Compute
Nodes depends dite partner and may be adjusted during the gobjo meetdemands for
resources.

The Cloud Controller will run all required Nova services exaapvacompute(novaapi,
novanetwork, novascheduler and noveolumes), the Glare Image Service and the
required dependencies (MySQL server and RabbitMQyill act as an entry point into the
cloud and provide general Ielevel management functionality (such as handling API
requests and scheduling VMs to be run). Each Compute Node will run themoyate and
novanetwork services including the actual VMia a standard virtualisation stack (KVM on
Ubuntu with libvirt).

The cloud will employ two types of networks: an internal Local Area Network and an
external Wide Area Network (connected to the Internet via a réuR2 in the diagram).

Only the Cloud Catroller node will have direct access to both networks and, as such, it will
act as gateway with NAT functionality {R for the Compute Nodes. This will be achieved
through standard Linux routing and filtering mechanisms, supporting outgoing connections
(SNAT) as well as external IP addresses or TCP/UDP port forwarding for incoming
connections to services running within the LAN (DNAT). Both networks will be Ethernet
based. The local network switch (S will support all OpenStack networking modes
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