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General InformationGeneral Information

 Krakow - old university centre – former Polish Capital
Stanislaw Staszic

 Jagiellonian University (1364)
 AGH University of Science and Technology (1919)

• 45,000 students in 200+ courses
• 16 f lti• 16 faculties
• Many departments

 Institute (Department) of Computer Science (1980)
 many others universities and technology centres many others universities and technology centres….
 Academic Computer Centre 

CYFRONET-AGH (1973)

 Close collaboration between
Cyfronet and AGH Institute of Computer Science
for many years



Outline 3

Some basis
PL Grid ConsortiumPL-Grid Consortium

Road Map of Activitiesp

Conclusions



PL-Grid Consortium 4

Consortium Creation – January 2007 
C ti b k f 5 P li h tConsortium members – make up of 5 Polish centres
Motivation: World progress in Big Science 
(theory, experiments, simulation, 4th paradigm) 

PL-Grid Project funded March 2009 by the European Regional
Development Fund as part of the Innovative Economy Program 

Duration: 1.1.2009 – 31.3.2012
Budget:  total 21 M€, from EC 17M€



Main Objectives of PL-Grid Project

Development of a common base infrastructure – National Grid Infrastructure (NGI_PL) – internationally
compatiblecompatible
Potential capacity to construct specialized, domain Grid systems
Enabling efficient use of available financial resources
Plans for HPC and Scalability Computing including clouds environmentsPlans for HPC and Scalability Computing, including clouds environments

Offer for the Users (according to Project) Advanced Service Platforms

Computing power : 215 Tflops
Storage:  2500 Tbytes
Operation:  24 x 7 x 365 Ap
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PolishPolish InfrastructureInfrastructure
for for SupportingSupporting ComputationalComputational ScienceScience

inin thethe EuropeanEuropean ResearchResearch SpaceSpace
Support from PL-Grid staff on:

using advanced Grid tools
porting legacy codes to Grid environment
d i i li ti

Domai
n

Grid

Domain
Grid

Domai
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Grid

Domain
Grid
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designing applications
for PL-Grid environment

Direct contact with EGI Council and EGI EB

G id i f t t (G id i ) PL G id
PL-Grid tasks in EGI-InSPIRE

Grid infrastructure (Grid services) PL-Grid

Clusters High Performance Computers Data repositories

National Computer Network PIONIERNational Computer Network PIONIER



PLPL--Grid Grid BuildingBuilding BlocksBlocks

PL-Grid software
comprises:

Unique User Tools
Uniq e composition of

Users

Unique composition of   
3 middleware layers
software libraries
Virtual organization systems

Grid 
Application 

Programming 
Interface Grid portals, development tools

Virtual organization systems 
Data/Resource management 
systems
Helpdesk system

Virtual organizations and
security systemsHelpdesk system

System for grants award

y y

Grid
services

LCG/gLite
(EGEE)

UNICORE
(DEISA)

QosCos
Grid

Basic Grid services

National
computer
network

Grid
resources

Distributed
computational 

resources

Distributed 
data 

repositories



European Dimension

ConsortiumPL Tier-0
PL Tier-0

PL Tier-1PL Tier-1

PL Tier-2PL Tier-2



Partners’ Partners’ ComputingComputing ResourcesResources
TOP500 – November 2011

Rank Site System Cores Rmax Rpeak Power Rank Site System Cores TFlop/s TFlop/s (KW)

88 Cyfronet
Kraków

Zeus - Cluster Platform 3000 BL 2x220, Xeon 
X5650 6C 2.66 GHz, Infiniband, HP 15264 128.8 162.4

279 TASK
Gdańsk

Galera Plus - ACTION Xeon HP BL2x220/BL490 
E5345/L5640 Infiniband, ACTION 10384 65.6 97.8

296 ICM Warsaw Boreas - Power 775, POWER7 8C 3.84 GHz, 
Custom, IBM 2560 64.3 78.6 156.7

298 PCSS Rackable C1103-G15 Opteron 6234 12C 2 40 5640 63 9 136 4298 PCSS
Poznań

Rackable C1103 G15, Opteron 6234 12C 2.40 
GHz, Infiniband QDR, SGI 5640 63.9 136.4

360 WCSS
Wrocław

Supernova - Cluster Platform 3000 BL2x220, 
X56xx 2 66 Ghz Infiniband HP 6348 57.4 67.5Wrocław X56xx 2.66 Ghz, Infiniband, HP
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Aggregated Status

 Total number of cores  (static) 26,000+ At each Partner site
 Number of users (March 2012) 900+
 Number of jobs per month 750,000-1,500,000

Hi h l l f ili bilit  d libilit

Computer Rooms
Air Conditioning

 High level of availiability and realibility
 Papers published or accepted

 Journals: 25+

Power Lines
UPS….

Jou a s 5
 PL-Grid  Book (Springer): 24 chapters 
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Selected Tools/Software
AchievementsAchievements



Innovative Infrastructure Environment

 Efficient Resource Allocation
 Grid Resource Bazaar

 Experimental Workbench
 GridSpace2
 InSilicoLab

 Tools and Middleware
 Integration of the Migrating Desktop, VineToolkit and gEclipse

tools with various PL Grid middleware servicestools with various PL-Grid middleware services
 QStorMan Toolkit
 Novel Grid Middleware QosCosGrid
 Integration of the selected tools and web applications with Liferay Integration of the selected tools and web applications with Liferay

Portal framework and Nagios monitoring system
 HelpDesk Portal for the users

 Software Packages implementedg p
 Biology, quantum chemistry, physics, numerical computation,

simulation, ,…



AvailabilityAvailability of Scientific Software of Scientific Software PackagesPackages
P tiP ti tt PLPL G idG id E i tE i tPortingPorting to to PLPL--GridGrid EnvironmentEnvironment

Access to software packages is provided to users through:
gLitegLite

UNICORE

QCGQCG

Examples of available packages in various fields:
biology: AutoDock, BLAST, ClustalW2, CPMD, Gromacs, NAMDgy , , , , ,

quantum chemistry: ADF, CFOUR, Dalton, GAMESS, Gaussian, Molcas, Molpro, 
MOPAC, NWChem, OpenBabel, Siesta, TURBOMOLE

ph sics ANSYS FLUENT Meepphysics: ANSYS FLUENT, Meep

numerical computations and simulation: Mathematica, MATLAB, OpenFOAM

other: Blender, POV-Rayother: Blender, POV Ray



Selected Use Cases
out of manyout of many

Main fields

Biology
Quantum Chemistry
Nanotechnology and Material Science
High Energy PhysicsHigh Energy Physics
Astronomy

Resource utilisation (2010 example)

Antibiotic simulation – 165 CPU-yearAntibiotic simulation 165 CPU year
Molecular simulation – 21 CPU-year
Modelling of chemical reactions – 17 CPU-year



What’s next ?



PLUSPL-Grid

 Focus on Domain-Specific
Federated Infrastructures

 Basic Infrastructure

 Basic Services
Advanced Service Platforms

Federated Infrastructures
oriented toward
 Services
 T l

 Basic Tools and 
Applications Ap
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 Tools
 Environments and 

resources 
T d h i

 Capacity to construct 
domain-specific 
infrastructures

Domai
n

Grid

Domain
Grid

Domai
n

Grid

Domain
Grid

To speed up research in 
strategic science domains
Required by several 
national and international infrastructures

Grid infrastructure (Grid services) PL-Grid

initiatives
Unique opportunity to bring 
together several different 
science communities Grid infrastructure (Grid services) PL-Grid

Clusters High Performance Computers Data repositories

National Computer Network PIONIER

 Utilisation of existing
Infrastructure

D iD i i di d i di d
National Computer Network PIONIER

DomainDomain--orientedoriented services and resources services and resources 
of of PolishPolish InfrastructureInfrastructure

for for SupportingSupporting ComputationalComputational ScienceScience
inin thethe EuropeanEuropean ResearchResearch SpaceSpacepp pp



Fits to European e-Infrastructure Plans
(thanks to Mario Campolargo)( p g )



PLGrid PLUS

PLGrid PLUS Project funded
by the European Regional Development Fund 
as a part of the Innovative Economy Programas a part of the Innovative Economy Program

Duration: 1.10.2011 – 30.9.2014

Budget:  total ca. 18 M€
Five Consortium PartnersFive Consortium Partners 
Project Leader: 
Academic Computer Centre 
CYFRONET AGHCYFRONET AGH



Project Aims

Design and deployment of “domain grids” – solutions for scientific-Design and deployment of domain grids solutions for scientific
domain related services, tools and software packages for 
13 identified scientific domains
Design and start-up of support for possible new domain grids together 
with trainings 
Deployment of new infrastructure services
Enabling System-level Research
Deployment of Quality of Service system for users by introducing SLA 
agreement
Implementation of Service Level Management procedures
Expansion of the existing infrastructure resources and supporting
i f t tinfrastructure
Deployment of Cloud infrastructure for users



Domain Grids

Pilot program for strategic science domains and important topics ofPilot program for strategic science domains and important topics of 
Polish/European Science
Already identified 13 communities/scientific topics:

 Astrophysics
 HEP
 Life Sciences

 Nanotechnology
 Acoustics
 Ecology Life Sciences

 Quantum Chemistry and 
Molecular Physics
S h t R di ti

 Ecology
 Bioinformatics
 Health

 Synchrotron Radiation
 Power Systems
 Metallurgy

 Material Science



Diversity of Requirements

Market SegmentationMarket Segmentation

ACK: HPACK: HP



Activities in Domain Grids in general

 Integration Services  Data Intensive Computingg
 National and International levels

 Dedicated Portals and Environments

g
 Access to distributed Scientific 

Databases

 Unification of distributed Databases

 Virtual Laboratiories

 Organization of Scientific Databases

 Data discovery, process, visualization, 
validation….

 Remote Visualization

 Computing Intensive Solutions

validation….

 4th Paradigm of scientific research

 Instruments in Grid
 Specific Computing Environments

(platforms)

Instruments in Grid
 Remote Transparent Access to 

instruments
 Adoption of suitable algorithms and 

solutions

 Workflows

 Sensor networks

 Organizational
 Cloud computing

 Porting Scientific Packages

 Organizational backbone

 Professional support for specific
disciplines and topics



E-Science:  Experiments in Silico
Research ParadigmsResearch Paradigms

Required Synergyq y gy
between

Theory
1st:

Theory
Data intensive

computing
Numerically intensive

computing

Simulation

Experiment

Data analysis 2nd:
Experiment

3rd:
Simulations

4th Pradigm:
Data Intensive

Scientific Discovery



Existing and Planned Resources

 Planned resource 
extension for PLGrid

 Current PL-Grid resources:
 260 TFLOPs of CPU 

extension for PLGrid
PLUS
 ca. 500 TFLOPs of CPU

4 4 PB f t 3.3 PB of storage  ca. 4.4 PB of storage

 Accompanying  p y g
equipment



Extension of Computing Environment

Keeping diversityKeeping diversity
Clusters (thin and thick nodes)
Clusters with GPGPU
SMP machines
vSMP



New Services in PLGrid PLUS
(as defined in the Proposal)( p )

 Cl d C ti f P li h S i ti di f Cloud Computing for Polish Science – new computing paradigm foreseen 
as a natural extension of the current Infrastructure offer

 Platform for supporting e-Science resulting from the need for an Platform for supporting e Science, resulting from the need for an 
international cooperation between various disciplines of scientific domains

 Production infrastructure oriented towards domain specific services, tools, 
environments and software packages

 Professional support for specific disciplines and topics important for Polish 
S ie-Science 

 Visualisation of the scientific results via shared infrastructure servers 
equipped with possibility of binding domain specific visualisation toolsequipped with possibility of binding domain specific visualisation tools



Innovative Infrastructure Environment
PL-Grid extensionsPL Grid extensions

 Efficient Resource Allocation
 Grid Resource Bazaar, mobile access to the infrastructure, 

new security modules and other tools for users and systems 
administrators: -- management of users request

 Experimental Workbenchs Experimental Workbenchs
 GridSpace2 platform extension for supporting for new

domains and integration with new grid/cloud services
 InSilicoLab – integrated environment for chemists and InSilicoLab integrated environment for chemists and 

biologists
 Tools and Middleware

 Migrating Desktop, VineToolkit and gEclipse tools Migrating Desktop, VineToolkit and gEclipse tools
integration with various PL-Grid domain services 

 QStorMan Toolkit – extension for domain requirements on 
optimization of data access

 QosCosGrid continuation of development
 Liferay Portal framework(s) – adoption to specific needs
 HelpDesk Portal for the users (specialized versions)



AvailabilityAvailability of Scientific Software of Scientific Software PackagesPackages
ContinuationContinuation ofof portingporting toto PLPL--GridGrid EnvironmentEnvironmentContinuationContinuation of of portingporting to to PLPL--GridGrid EnvironmentEnvironment

Access to software packages is provided to users through:
gLitegLite

UNICORE

QCGQCG

Examples of available packages in various fields:
biology: AutoDock, BLAST, ClustalW2, CPMD, Gromacs, NAMDgy , , , , ,

quantum chemistry: ADF, CFOUR, Dalton, GAMESS, Gaussian, Molcas, Molpro, 
MOPAC, NWChem, OpenBabel, Siesta, TURBOMOLE

ph sics ANSYS FLUENT Meepphysics: ANSYS FLUENT, Meep

numerical computations and simulation: Mathematica, MATLAB, OpenFOAM

other: Blender, POV-Rayother: Blender, POV Ray



Some Examplesp



Acoustics

Turbines choppers noiseTurbines…choppers..noise



Metallurgy

Modelling of different kindg
of processes



Power Systems

Model for Assessment 
of Environmental [ /h ]

& Health Impacts
[eq/ha]

0

1 - 500

501 - 1000

1001 - 1250

Exceedances of critical loads 
of acidity- 2005

1251 - 1500

1501 - 1750  

1751 - 2500

of acidity 2005

External cost   
[€/person]

350 - 390

400 - 450

460 - 500

510 - 570

580 - 680

External costs estimated for 2005



Quantum Chemistry

New original algorithms

H Ψ = E Ψ



HEP



Acoustics

Creaction of Country noise maps

15:00

00:00



Work Packages

 WP1 – Project Management (Cyfronet)

 WP2 – Development of Infrastructure WP2 Development of Infrastructure 
(WCSS)

 WP3 O ti C t P d ti WP3 – Operations Centre – Production 
Management (Cyfronet)

 WP4 – Pilot program for 13 scientific 
domain grids (TASK)

 WP5 – Support for users, training, broadening of existing scientific domain grids
(ICM)

 WP6 – New infrastructure services (visualisation, cloud computing) (PCSS)



Conclusions

 Futher developement needed, as identified currently, mainly on Domain
Specific Grids

 Request from the users’ communities Request from the users  communities
 Capacity for organization of future development according to

 Expertise and experience
 Strong scientific potential of the users’ communities being represented by PL-Grid

Consortium
 Wide international cooperation concerning the Consortium and individual Partners, good

recognition worldwide
 Good managerial capacity

 Please visit our Web page: http://www.plgrid.pl/en

 Credits



Credits

ACC Cyfronet AGH  ICM
 Marek Niezgódka

• Kazimierz Wiatr
• Łukasz Dutka
• Michał Turała
• Marian Bubak

 Marek Niezgódka
 Piotr Bała
 Maciej Filocha

 PCSS• Marian Bubak
• Krzysztof Zieliński
• Karol Krawentek
• Agnieszka Szymańska

 Maciej Stroiński
 Norbert Meyer
 Bartek Palak
 Krzysztof Kurowski

• Teresa Ozga
• Andrzej Oziębło
• Maciej Malawski
• Tomasz Szepieniec

 Tomasz Piontek
 Dawid Szejnfeld
 Paweł Wolniewicz

 WCSS
• Mariusz Sterzel
• Zofia Mosurska
• Robert Pająk 
• Marcin Radecki

 WCSS
 Jerzy Janyszek
 Bartłomiej Balcerek
 Paweł Tykierko
 Paweł DziekońskiMarcin Radecki

• Renata Słota 
• Tomasz Gubała
• Darin Nikolow
• Aleksandra Mazur

 TASK
 Rafał Tylman
 Mścislaw Nakonieczny
 Jarosław Rybicki• Aleksandra Mazur

• Patryk Lasoń
• Marek Magryś
• Łukasz Flis

… and many others….

 Jarosław  Rybicki
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